UNCLASSIFIED

AD NUMBER

AD814689

LIMITATION CHANGES

TO:

Approved for public release; distribution is
unlimted.

FROM:

Distribution authorized to U S. Gov't. agencies
and their contractors; Critical Technol ogy; 19
MAY 1967. Ot her requests shall be referred to
Def ense Advanced Research Projects Agency, 675
Nort h Randol ph Street, Arlington VA 22203-2114.
Thi s docunent contains export-controlled

t echni cal dat a.

AUTHORITY

AFTAC Itr, 28 Feb 1972

THISPAGE ISUNCLASSIFIED




The following notice applies to any unclassified (including originally classified
and now declassified) technical reports released to "qualified U.S. contractors”
under the provisions of DoD Directive 5230.25, Withholding of Unclassified
Technical Data From Public Disclosure.

NOTICE TO ACCOMPANY THE DISSEMINATION OF EXPORT-CONTROLLED TECHNICAL DATA

1. Export of information contained herein, which includes, in some circumstances,
release to foreign nationals within the United States, without first obtaining approval or
license from the Department of State for items controlled by the International Traffic in
Arms Regulations (ITAR), or the Department of Commerce for items controlled by the
Export Administration Regulations (EAR), may constitute a violation of law.

2. Under 22 U.S.C. 2778 the penalty for unlawful export of items or information controlled
under the ITAR is up to ten years imprisonment, or a fine of $1,000,000, or both. Under
50 U.S.C., Appendix 2410, the penalty for unlawful export of items or information
controlled under the EAR is a fine of up to $1,000,000, or five times the value of the
exports, whichever is greater; or for an individual, imprisonment of up to 10 years, or a
fine of up to $250,000, or both.

3. In accordance with your certification that establishes you as a "qualified U.S.
Contractor", unauthorized dissemination of this information is prohibited and may result
in disqualification as a qualified U.S. contractor, and may be considered in determining
your eligibility for future contracts with the Department of Defense.

4. The U.S. Government assumes no liability for direct patent infringement, or
contributory patent infringement or misuse of technical data.

5. The U.S. Government does not warrant the adequacy, accuracy, currency, or
completeness of the technical data.

6. The U.S. Government assumes no liability for loss, damage, or injury resulting from
manufacture or use for any purpose of any product, article, system, or material involving
reliance upon any or all technical data furnished in response to the request for technical
data.

7. If the technical data furnished by the Government will be used for commercial
manufacturing or other profit potential, a license for such use may be necessary. Any
payments made in support of the request for data do not include or involve any license
rights.

8. A copy of this notice shall be provided with any partial or complete reproduction of
these data that are provided to qualified U.S. contractors.

DESTRUCTION NOTICE

For classified documents, follow the procedure in DoD 5220.22-M, National Industrial
Security Program, Operating Manual, Chapter 5, Section 7, or DoD 5200.1-R, Information
Security Program Regulation, Chapter 6, Section 7. For unclassified, limited documents,
destroy by any method that will prevent disclosure of contents or reconstruction of the
document.



|

814689

=

SYNTHESIS OF ADDITIVE
AMBIENT SEISMIC NOISE WITH

S A GAUSSIAN MARKOV MODEL

19 May 1967

Prepared For

AIR FORCE TECHNICAL APPLICATIONS CENTER
- Washington, D. cC.

By
R. L. Sax

TELEDYNE, INC.

Under

Project VELA UNIFORM

Sponsored By

ADVANCED RESEARCH PROJECTS AGENCY
Nuclear Test Detection Office
~ ARPA Order No. 624

Ty T
Pt by
LY r

182




|

SYNTHESIS OF ADDITIVE
AMBIENT SEISMIC NOISE WITH
A GAUSSIAN MARKOV MCODEL

19 May 1967

SEISMICT DATA LABORATORY REPORT NO.182

AFTAC Project No.: VELA T/6702

Project Title: Seismic Data Laboratory
ARPA Order No.: 624

ARPA Program Code No.: 5810

Name of Contractor: TELEDYNE, INC.

Contract No.: F 33657-67-C-1313

Date of Contract: 3 March 1967

Amount of Contract: $ 1,735,617

Contract Expiration Date: . 2 March 1968

Project Manager: William C. Dean

(703) 836-7644
P. 0. Box 334, Alexandria,Virginia

AVAILABILITY

This document is subject to special export controls and each
transmittal to foreign governments or foreign national may be ¢

made only with prior approval of Chief, AFTAC.




This research was supported by the Advanced Re-
search Projects Agency, Nuclear Test Detection Office, under
Project VELA-UNIFORM and accomplished under the technical
direction of the Air Force Technical Applications Center

under Contract F 33657-67-C-1313.

Neither the Advanced Research Projects Agency nor
the Air Force Technical Applications Center will be responsi-
ble for information contained herein which may have been
supplied by other organizations or contractors, and this docu-

ment is subject to later revision as may be necessary.

e

.
TR
o it e

e




TABLE OF CONTENTS

Page No.

ABSTRACT
1. INTRODUCTION 1
2. MODELING THE LINEAR FILTER RESPONSE AT THE

SURFACE OF THE EARTH
3. SPATIAL MARKOV PROCESS 4
4, SPECTRAL COVARIANCE
5 VERTICAL ARRAY TRANSIENT SIGNAL MODEL 10
6. RESULTS 12
FIGURES

1. Power Spectrum of Noise on Each Channel
2. Vertical Array Noise

35 Cij= Coherency Between ith and jth channel

4. Power Spectral Matrix Plot
5. Vertical Array Signals

APPENDIX. 1




ABSTRACT

The ambient seismic noise is modeled by a single Gaussian
population from which independent realizations or states are taken
as input to tuned filters with spectral neaks matched to those ob-
served in noise samples, for example at .2 cps and 2. cps. For
each spectral noise peak, the realization on channel i + 1 is equal
to a constant times the realization on channel i plus another constant
times a new realization on channel i + 1. The constants.defining the
Markov process can be used to theoretically derive the associated
power spectral matrix of the noise model. The model can be extended
to dispersive systens by using a set of constants and time lags to
relate the noise on channel i to that on channel i + 1.

A verticel array signal model is also given. The purpose is to
efficiently generate noise and/or signals at prescribed S/N ratios.
The noise covariance structure is close to that observed naturally
and is known exactly for the noise model realizations. Thus the
spectral covariance of the noise is given exactly subject only to
roundoff error, and conditions of stationarity and equilibrium are
satisfied by the data generated for testing and designing multichannel

filters.
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1. INTRODUCTION

The ambient seismic noise is modeled as a multi-
channel Gaussian Markov process. Some arguments for this
are based on the following observations:

(1) Sharply tuned spectral peaks at .2 and 2 cps
remain fixed for long periods of time.

(2) Principal spectral peaks and the spectrum
between the peaks are realized as stationary Gaussian
processes on time scales of more than several hours,
although some small intermediate frequency peaks are not
positive to tests for Gaussian stationarity.

(3) On longer time scales, the power spectrum may
be observed to change markedly, but the coherency between
channels is comparatively constant.

The synthesized noise combines linearly additive
independent stationary Gaussian processes. Two mixed
pProcesses are taken to charactize the .2 cps and 2 cps
noise peaks. These are modeled with two sharply tuned
linear filters. A spatial correlation will result from a

Markov chain, in the form

N
{Nk,t} i z 45 {Rkj,t} ® T
1

f 3 . 2
where tRkj tf are orthogonal white random functions
associated with each channel and Lt-T is the fixed linear
filter response of a noise process. Time independent

constants determines a process which is space-linear and




which is spage-statlonary if Rkj= Rk—)'

Although Markov models may be plysically interest-
ing as retlecting underlying differential equations of
the system, the purpose here is to show that simple models
can qualitatively account for many of the observed propert-
ies of the noise. Such models are useful for efficiently
generating standard test data on a digital computer for
checkout of vertical array processors and for preliminary
evaluation and ranking of seismic signal processors.

2. MODELING THE LINEAR FILTER RESPONSE AT THE SURFACE

OF THE EARTH

Ambient additive noise is represented by white
Gaussian inputs to linear filters: the out,)ut of the

filters are added.
{r]

L)

{1y}

L(f)

H(f)

Figure 1
{IL} and {IH} represent independent realizations of white
noise from a Gaussian population. L(f) and H(f) are the
low and high frequency tuned filters. For example, the
filters are associated with the .2 cps microseism peak
and the 2 cps noise peaks, respectively. Each tuned filter
L(f) and H(f) is modeled by a series of damped oscil lators.
The frequency response of a tuned filter is determined by
selecting appropriate values for the reak frequency fo and
Q (related to bandwidth as fo/Af). In the following equat-
ion we represent the spectral realization of noise from such

a system.




(1)
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The curley brackets represent the realization of a state
from a random population. The samples are statistically

independent.
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The input random functions are white, with variance

or power, PO.
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The power spectral density corresponding to this noise model

has eight unknown parameters adjustable to approximate noise

with two principal spectral peaks.

—_— N
: (o) oo} ) - v, [
1 + Eae2 T >
i
N
H
o QH(fg . 2\] (2)
2 +< Iz y,




Writing difference equations for the system, we describe
a linear noise prediction filter with constant coefficients.
In practice, time realizat.ons of white noise will be based
on pseudo random numbers. Specifying the parameters Q, fo,
and N, a recursive filter subroutine RECFIL3 computes the
approximate difference equation and filters the white random
input.

The low and high frequency component of the Fower

spectral density are given separately.

2 sl 1 ]NL
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3. SPATIAL MARKOV PROCESS

The operator relating noise realizations obtained at
different points in space is taken as a separable product
of the random temporal functions. The power spectrum of the
noise is based on a linear combinaticn of the low and high
frequency processes which are treated as statistically in-
dependent. The spatial covariance or covariance between
channels will then be an interpolation between the Markov
modeis characterizing the two processes. The model which
relates the two processes with constart coefficients is too
simple to account for all the details of the highly complex

dispersive filter response of the earth. However, without




backing into a wave mode representation which require boundary

values of a known layered earth and a complex matrix describ-

2 ing the mode excitation; the constants relating the two pro-
cesses on a channel can be extended to complex dispersive
structures by convolution operators. For efficient generation
of large quanties of test data, it is sufficient only to model
the system with constants, or with simple operators (e.g.,

. through time shifting, difference operators, etc.). Coef-
ficients selected should naturally lead to a noise covariance
structure approximating the noise in the signal band.

Vertical array sensors sample time fluctuations at a

set of discrete points designated as channels. The random

time function on channel i corresponding to either the low

or high frequency process is described as a state of channel

i. There are N channels denumerated from that closest to

the surface in order of increasing distance from the surface.
. The system is limited to 2N orthogonal states, each associated
uniquely with a process on each channel. By means of a first
order Markov chain applied to each process the noise on channel
i+l is related to noise on channel i. Starting with the first

channel, we restate (1) with more compact notation.

r u - 5 r ) - . % 1
iNl,f} =€ (1-3;2)) " (L) ¢f *+ d;(1-bD)) {Hl,ff

.th (3)
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The noise on thg other channels are related through first

order linear spatial difference operators for which the power

spectral density of the noise is invariant.
_ oo - % N e f h)
{Nk,f} = CkLakiLk-l,f} t (l-aa) {Lk,ff] * e g
= .k Al
+ (1-byby ) {Hk,ffJ (4)

where

e

e T \ iLl ff L J =g

L ( e ff iLJ ff / i A ( kL ff {E;_;f > = >‘:Lf&l-

J
Applying (4) to (3), we generate noise on channel i.
i . s 4
g s
T N = dE Wk N
{m i, f} &8 Yy kfl a; ) l-aa) 1Lk,f} 8 N
1 1
% r
(1'bAb,) in,f} (5)

The solution for (2) and (4) given by (5) describes a general
linear first orcur Markov chain with the initial realization
taken from the channel closest to the earth's surface. A
schematic of the system is shown on Figure 2, for three channels.
As a special case, the parameter ai and bi (i > 1) are constant

coefficients, the noise power spectrum is the same on each

channel.

™




(6)

T—®) P =T

Figure 2

The scaler gains on each channel given by ci and di may
be generalized by associating a convolution operator of one
or more time delays. This synthesizes a frequency dependent
relationship between noise Sn two adjacent channels. This
could be of some interest in accurately modeling a complex
dispersive system.
4. SPECTRAL COVARIANCE

Samples of seismic noise are obtained by implementing a

vertical array of seisuwometers and storing the noise measurements

4 -‘ ._.""ﬁ
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on magnetic tape. The noise is sampled and digitized at
equal time intervals. Suppose we record a sample of N points
on channel j. A sequence of such records can be ordered by
the index k. For each of the realizations, the spectrum of
the iicise can be computed from zero frequency to the nyquist
frequency 1/2 AT, with resolution 1/2T, where AT is the fixed
sampling time-interval and T is the fixed half time length
of the noise sample. For realization k on channel j, this is
represented as k{Nj f}, a sequence of complex random numbers.
The noise ;ssociated with the system is assumed zero
mean, stationary and Gaussian. Thus the statistics are com-
pletely characterized by the variance covariance matrix. This
is usually given by the array of auto-correlation functions and
cross-correlation functions which in principal are computed with
desired precision from a sample of multi-channel noise of suf-
ficient time-length. Each function in the array of correlation
functions can re spectral analyzed. The resulting array of
spectrums is called the power spectral density of the system.
According to the ergodic hypothesis, the power spectral density

functions can also be obtained by dividing the multichannel noise
1+T

,t]-T'

where 1/2T is the desired resolution in cycles per second. By

c
sample into segments of fixed half time-length T, as kle

Fourier analysis of each record we obtain sample spectral
realizatinas k{Nj f} (this can now be done efficiently with the
digital computer): The array of functions representing the
power spectral dencity of the syster. is given by averaging the

product of sample spectral realizations.




N
Prs,f S C'{Nr,f} {E;T;} ) = ﬁi: [ ﬁ-zj k{Nr,f} k{Ns,f} ] %

In practice, N is finite and we obtain a sample power spectral

density.

}"{Nr,f} k{rﬂ E® 2i2i . iavncsanss gk Shdhnais (8)

%
s N s,ff L o VY O P channels

il g B

Since Srs,f is Hermitian, K real and (K-1)! complex
numbers need be computed for each frequency.

Errors in Srs,f computed from real seismic data lead to
considerable difficulty. Even if the sample realizations are
from a Gaussian population it is difficult to derive its probability
distribution or confidence limits. An additional problem is eval-
uation of the degree to which the sample is representative of a
stationary Gaussian population. More specifically, how should
bias and scatter from non-stationary or higher moment componénts
be accounted for? These problems of error analysis and stability
of estimates are compounded by using sample covariance estimatesw
to derive least squares operators. These stem from the Fossible
magnificaticn of sampling errors in inverting the sample power
spectral density matrix.

For preliminary testing and comparison of filters, a statis-
tical model such as that described in the Previous section offers
many advantages. Test data can be standardized and used for
performance evaluation and comparison of various processors.

It is flexible enough for designing models which reasonably
approximate the noise on any physically-realized vertical array.

The generation of test data by the computer is highly efficient.

=




Most importantly, the spectral covariance of the noise defined
by (7) can be theoretically derived, is exact, and is subject

only to roundoff errors rather than the much larger uncertain-

ties of sample variance calculations. Since the noise generated

for testing is Gaussian and stationary, derived operators can
be validly used outside of the fitting interval. For tte
Gaussian Markov model given by (5), the theoretical power
spectral matrix is derived in Appendix 1, with the results

given by {(9).

rs, £ CrE; < rsl aj > Xi,f + dra; ( rfl bj ) X;’f (9)

It can easily be shown that P is Hermitian, P =P c
rs,f sr,f rs,f

The power spectral densiiy matrix can be computed from (9).

P

The terms Ej and m Bj yield informatio.. on the net stepout
and attenuation in the cross-power terms due to complex coef-
ficients in the Markov chain. The terms c. Eg and dr E; also
can yield net stepouts. Also, for a hichly complex dispersive
medium c. Es and dras are frequency dependent. No unique
explanation can be given for stepouts in the noise, they may
occur due to a number of effects such as body wave conversion,
leaky modes, complex coupling between propagation modes, or
complex dissipating mechanisms. It should be clear, however,
that a simple Markov process can be used to rapidly generate
noise samples which reasonably approximate the average noise
power spectral density matrix in the signal band.

5. VERTICAL ARRAY TRANSIENT SIGNAL MODEL

In line with our objective of efficiently generating test
data, the =ignal is modeled from a simple pulse formula that

looks like a teleseismic wavelet. No attempt is made to physi-

cally relate the synthetic signal to such phenomena as absorption,

i 35 -




displacement potential, etc. since we are only interested

in testing filters. 1In testing filters for signal distortion,
it is useful to generate signals ranging from a high frequency
near 2 cps and low ffequency rear 1 cps. Since this reasonably
covers a range of expected signal wave forms, signal distortion
evaluations on a suite of such signals provides a robusi{ test
for signal distortion of filters. For example, if a signal
distortion test passes all of the test signals, then the
distortion can probably be tolerated for any expected tele-
seismic signal.

The function used to generate the seismic wavelet has a
single spectral peak at frequency f0 and bandwidth controlled
by the parameter m. Larger values 6f m gives smaller band-
widths. Using m of the order of 100, the signal looks some-

what like a Ricker wavelet.

w(t') = [4n2f2t'2(m/2-l) + 4nft' (l-m) (m/2-1)7 + (m—l)(m—2)]

(m"B) ;5_ (10)
t' exp[—ant'(m/2~l) J Y50
where
t' = t—to, the reduced time
and W(t) = 0 t'<0

For completeness, the wavelet generator includes the pP,
specified by the echo-time and the apparent surface reflection
coefficient at the source. Further, the vertical array p-ghost

is accounted for by specifying the echo-time and surface re-

flection coefficient at the receiver.




6. RESULTS

As an example, noise on a vertical array is simulated
using (6). The linear filter describing the noise of each
channel is taken from (1) with N.= 2, ¥ = 1, QL= 3, QH= 6,

L H
f = .2cps, £ = 2. cps and G = .012. This provides a reason-

L H

able approximation of the power spectral density of a sample
of noise from Apache, Oklahoma. The spectral power is shown
on Figure 1. The spatial Markov chain is obtained from (3)

and (4). Comparing (3) and (2).

T s - 2 2 i B "

E ({n(6)) (N (D)]) PAL g * B Ay o= o€ (l-ad)

2 - = 2

kL,f + dldl (1-b1b1) XH,f
From comparison with the power spectrum of a noise sample,
we take

= = e = = 9 =r =1].

a, b1 0] clc1 Po a5 . dldl ;Po 1

=.9 bi= '6(i > 1) ¢, = ¢ = 5. dl - di = lke

For the constants describing the Markov chain, we take b; = .5
reflecting small spatial correlation for the 2 cps components;
and a, = -9 which determines a .9 ordinary coherency hetwzen
adjacent channels for the .2 cps noise component. Althougl
fhis is a simple space structure, it provides the following
characteristics; the coherency decreases with increasing
frequency starting near .9 at .2 cps and reaching a low vilue
at 2 cps; and the coherency between channels falls off pro-

portional to distance. Further, as control in utilizing the

o I8 =




synthetic data for filtering experiments, the power spectral %

density of the noise is made identical on each channel. Figure ﬂf
1 shows the power spectrum of the noise. Figure 2 shows a 2
o
sample realization of synthetic noise for a six element vertical ‘ﬂ?l
array. Figure 3 shows a plot of the ordinary coherencies ryi
against frequency. Figure 4 shows a matrix plot of the power ft
spectral density, which is real for this particular example.
Figure 5 shows six different signal models taken from (10). ]
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APPENDIX 1

Derivation of Power Spectral Density Matrix

k X
aj )(1-akak) (1-amam)

;1 bj ) ( m;-rl bj ) (1'bkbk)li (1'bmbm);i

The noise realizations are taken orthogonal as from (2a) and

Z(krl o5 (i m ) a2,

=c.c (rl'l
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s r
- 4 = 2
- drds ( 1 55 > Ll'Y bjbj] kH,f r <s
without loss in generality we may set a; = bl = 0 so that

rrl aJa rgl B bJ = 0 for r < s.

s
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